This essay primarily demonstrates the understanding of researcher regarding research design and sample estimation of a specified research study. For the purpose, initially key terms used in the process will be defined to develop a deeper insight about the process. In order to generalize the study design and sample estimation a specified topic i.e., “Impacts of pharmaceutical care on orthopedic patient” was selected. Out of large population of Orthopedic patients a sample of 370 orthopedic patients was selected in the light of which the whole process of study design and sample estimations in a research methodology will be used.
Population can be regarded as a complete set of those elements including different objectives of persons having same characteristics and they came under the criteria set by the researcher for the sampling. Therefore, in any research study population can be defined as a comprehensive group of different individuals, objects or institutions which share the common characteristics and thus caught the researcher’s interest. For understanding the concept of population lets come to the topic of our choice in which researcher wants to study “the impacts of pharmaceutical care practices on patients suffering from the Orthopedic diseases”. Here the population comprises all the patients suffering from the orthopedic disease. Sometime researcher easily counted the population of a specified study which will be termed as the finite population while on the other hand under some instances when it become impossible for researcher to accurately count the population therefore it will be regarded as infinite population (Shukla, 2016).  In any research methodology when researcher is concerned with the population, he/she uses a specified value for the presentation of the entire population which therefor is called Parameter. While when researcher tends to collect data from entire population by conducting a survey it will be regarded as census. Under the presented topic the population of the study will be infinite as researcher is unknown about the whole number of patients suffering from the said disease. Therefore, researcher chooses a specified sample from the population to assess the “impacts of pharmaceutical care services on those suffering from the orthopedic diseases.”
In social sciences usually the main motive of any study is to estimate a certain issue affecting whole population. However, as it is not possible to collect data from the whole therefore, researcher usually tends to select a specified group of individuals or objects as a representative of the whole population for assessing information about the issue under consideration. In the way researcher usually characterize the characteristics of the representative group as the characteristics of the whole population which is called the sample of the whole population. Hence one can defined sample as a small proportion of an entire population which tends to study a specified issue by representing the characteristics of the entire population. Studies carried out by young postulates that in any study a statistical sample is regarded as a cross selection of the whole population or group. In the underlying planned study as researcher find it difficult to assess whole population of the patients suffering from the Orthopedic disease therefore, the selected sample used by the researcher as a representative of whole study is 370. However, the sampling process is not so easy as it seems. In any sampling process researcher has to undergo from following techniques for choosing a best sample as a representative of the whole population (Brestoff, 2013).  
In a sampling method every individual who constitutes a sample will be regarded as sampling element or unit. i.e., in present case every selected orthopedic patient will be regarded as the element of the sample. The most important element of any sampling process is sample size which indicates the total number of samples a researcher pursues for undertaking the study. There exist no criteria for minimum or maximum sample size. There is need to select a sample size which will be optimal (Brown, 1947). 
In any sampling method sometimes, researcher comes up with an issue often regarded as sampling error it may occur when there appeared a variation among the mean of whole population and the sample. Hence it is necessary to choose an optimal sample size to avoid any sampling error. In doing so a researcher must choose an optimal sample size for escaping the disputes by choosing only representative sample by avoiding biased samples. In the planned study research observe the given sampling techniques presented by Blalock (1960) for achieving optimal levels of sampling. 
· Random sampling techniques are those in which researcher selects the sample randomly.
· Non-random sampling techniques: one in which researcher select the samples based on his own discretion for assessing the best matched sample.
These techniques are further classified into sub-types i.e., non-random sampling technique incorporates convenient sampling technique in which researcher usually select those objects of people to which he can approach conveniently (Gill et al., 2010). The second sub-type is Quota sampling in which researcher select those individuals or objects which meet his inclusion criteria. Other type is purposive sampling in which researcher approach people on the basis of certain purposes while other type is snowball sampling which has been regarded as the network sampling where individuals help researcher to identify the desired sample. 
Similarly random sampling technique also has sub-categories i.e., simple random sampling, stratified random sampling in which researcher divides population into simple groups for choosing best possible sample. Cluster sampling is one which every kth person from the population has been selected and systematic sampling in which researcher choose samples in a systematic manner. 
In the Present planned the best sampling technique researcher find suitable for the study is convenient non-random sampling technique which helps the researcher to develop a sample in an optimal way.
Being the most important issue, researchers’ emphases too much on the determination of the good sample size. Fortunately, it is the power analysis that helps to resolve this issue. In the way, power analysis serves to combine the statistical analysis with the subject area knowledge and the requirements for which we drive optimal sample size. Therefore, “G*Power is a tool to compute statistical power analyses for many different t tests, F tests, χ2 tests, z tests and some exact tests. G*Power can also be used to compute effect sizes and to display graphically the results of power analyses”. Therefore, power analysis is based on the three considerations i.e., adds subject-area knowledge and manages the tradeoffs for the settlement of the sample size. In the way, hypothesis testing gains the greater ability for detecting the small effects while on the other hand, the larger the sample size will be, more the energy it will consume and the cost it will incurred. Moreover, at the one point the effect becomes minuscule means that it will become the meaningless in practical sense. Therefore, G*Power states that it does not need to collect the larger sample size, but it needs to estimate that sample size which will be significantly useful for detecting the effect. In the way, Jim Frost (statistics by Jim Frost) postulated that it is the goal of the researchers to collect or estimate the large enough sample which have a sufficient capability or power in the detection of meaningful effect, but this sample cannot be too large as it become the wasteful. Therefore, researchers should not emphases on the underpowered study having a low probability for detecting the important effects. 
Hence, determination of the effect has the direct influence on the research studies. In the way, larger effect sizes result into the lower random errors. Moreover, the larger or sufficient sample sizes results into the efficient hypothesis testing which again helps to determine the smaller effects. Therefore, the larger or sufficient sample size helps to find the statistically significant effect. Furthermore, the larger sample size with greater variability of sample data and random sampling error produces the considerable differences in the experimental groups even when there will be no real effect. Therefore, the sufficient variability of the sample data indicates the responsibility of random error in the larger differences.
For the purpose, the analysts provide the numeric values in this regard which corresponds to “a good chance and meaningful effect”. These values assist the researchers to conduct the significant and effective analysis regarding their problems under consideration in their research studies. Therefore, statistical power assist to manage them accurately. While going through the procedure of focusing on relevant information, typically the researchers’ emphases on the three out of four factors which are discussed above and, in the way, the statistical software considers calculating the remaining values. For instance, if the researcher specifies smallest effect size which is practically significant having the variability and power then the statistical software calculates the real and required sample size.  
So, in sample size and power analysis, the statistical software presented a dialog box where there is an expertise needs for identifying the differences. This difference must be a smallest i.e., most close, and appropriate association with the given application. Therefore, the value of difference helps the researchers to obtain the most efficient sample size and to prevent the unnecessary large sample. Furthermore, this dialog box presents the power value. It is the area where researchers specify probability “ that the statistical hypothesis test detects the difference in the sample if that difference exists in the population”. If the researchers or data analysts  increases the testing power while assuming the input values constant, then the required sample size will be increase. Therefore, it is the norms of the research area that enables the researchers to enter the valid and proper and creditable value. According to Jim Frost (statistics by Jim), 0.8 and 0.9 are the common power values in this regard. Therefore, entering the power value of 0.9 indicate that the 2-sample (t-test) having a chance of 90 percent for detecting the difference of the 5. Foe entering the data variability, the field of standard deviation deals in this regard. Researchers must enter the estimate “for the standard deviation of material strength”. In the way, researchers or analysts considers these estimates “on pilot studies and historical research data”. Therefore,  putting the better variability estimates resulted into most reliable power analysis. On the other hand, for the standard deviation, the provision of good or standard estimates is considered as the most prevailing issue and regarded as the most difficult part the sample size and power analysis. Therefore, researcher and analysist should and must strive for the improvement for conducting the more reliable studies. 
So, before the estimating the sample size requirements, the factors that determines or influences the statistical significance must be analyzed. This process influences to go through the formal, efficient, and appropriate channel of sample size and power analysis, rather than the guessing. Therefore, determination of the sample size is the most important issue of the research studies and the inappropriate or wrong sample size resulted into ambiguous research studies with the unrealistic inferences. Hence, power analysis helps to resolve this problem in research studies and determined to combine the subject area knowledge with the statistical analysis through driving and estimating the optimal sample sizes in the research studies.
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