Case 2
Structural equation modelling is the best method to be used by the researchers to analyze the casual relationship among numbers of dependent and independent variables (Byrne, 2010). Researchers can test the causal and effect relationship among numerous indicators at the same time (Hair et Al., 2010).Variance-based SEM and covariance-based SEM are the two common theories come under SEM for statistical analysis (Hair et al., 2014). The technique of CB-SEM is generally feasible for large approximately normally distributed data set. The correct specification of the cause-and-effect relationshipmodel is significant in this technique.VB-SEM relies on assuming normality distribution and the sample size. The correctness of cause-and-effect relationship model is not necessary in this case(Dijkstra and Henseler, 2015). Additionally, VB-SEM mainly focused on exploring relationship between variables.Diamantopoulos and Winklhofer, (2001) stressed on formative and reflective outer models as a significant consideration for SEM. CB-SEM supports formative outer model in some circumstance. However, both formative and reflective models can be managed by PLS-SEM (Chin, 1998). 
Covariance based structural equation modelling measures goodness of fit with the purpose of minimizing differences among the estimated covariance matrix and the observed covariance matrix. With the assumption of stronger prior theory, application of CB-SEM for testing and confirmation is recommended.Minimum sample size offered by Hair et Al., (2010) according to the complexity and fundamental measurement characteristics of the model. Althoughsample size must not be the only reason for applying PLS-SEM because of not having appropriate statistical power for small sample size. 
Statistical software like AMOS is designed for CB-SEM, however, VB-SEM can be obtained through SMARTPLS. For avoiding identification problem, every construct requires more than three indicators. If these three indicators are unable to compute so the model is close to identification problem and all the values of factor loadings are illogical (Afthanorhan, Asyraf & Afthanorhan, Bin, 2013). Moreover, testing of casual relationship requires only valid and reliable variance. It implies the necessity for achieving validity and reliability before conducting SEM.Therefore, PLS-SEM is developed for solving this issue. Itsfocusis to augment the variance explanation of the endogenous construct and minimize unexplained variance. Furthermore, the model under PLS-SEM can include more than 50 indicators whereas CB-SEM is limited to include only several indicators.
AMOS supports SEM multivariate data analysis which is known casual modelling and analysis of moment structure. The procedures of analysis of variance, multivariate analysis path analysis and mediate variableanalysis are Incorporated with this program. The program follows bootstrap approach of Bollen and Stine’s (1992) for model testing by enabling bootstrap standard errors available for all parameter estimates.AMOS can be best applied on exploratory theoretical model, the model initiates with following fit function and chi-square. These fitness index can be obtained in AMOS through the property’s maximum likelihood estimation and unbiased covariance analysis.
Principally, the statistical technique like PLS-SEM allows researcher to measure a complex model consisting of numerous constructs, predictors, and structural paths without forcing data to be distributional assumed. Furthermore, the technique of predicting statistical models controls the difference between explained variance as stressed in scholasticresearch and forecast which is fundamental of creating administrative ramifications (Hair et al., 2019).
Reflective measurement model assume set of indicators is a measurement error that is manifested to underlying latent variable.Indicators can interchange without changing the meaning of latent variable. With an assumption of uncorrelated measurement error of indicators independent of latent variable, restorations are imposed by the reflective measurement model on the variance and covariance matrix predictors associated to one latent variable. Traditionally, the correlation was found to be zero for the indicators of one block when controlling for latent variable, that is also know for axiom of local independence. Existence of latent variable can be concluded by exploiting this fact.
The formative measurement a behavioral concept has been proposed by the literature alongside the reflective measurement model. As opposed to the reflective model, the causality direction between the construct and indicators is reversed by the causal formative modelon the assumption that latent variable is caused by the observed indicators. In this way, the variance among indicators is not restricted by this model for belonging to one block. Error term captured the remaining causes which are not represented by the indicators by the assumption of uncorrelated with the casual indicators. 
SMARTPLS and AMOS can be differentiated on the group of variances based and covariance based.The focus of CB-SEM is on predicting construct and explained variance. It can support both metric and nonmetric data and feasible for both Formative and reflective constructs. Constructs can be support with single item or above in PLS-SEM. It can work better with missing values and data sets having multicollinearity. However, CB-SEM mainly focuses on the relationship of the items. It needs confirmation prior theory and support only metric data types. Reflective constructs are supposed feasibly, and each construct requires three indicators or above to proceed for analysis. Missing values and multicollinearity must be addressed before analysis in CB-SEM. 
Due to having different statistical concept of both approaches of SEM, research use them as complementary through considering a fact of emphasized by the two creators as CB-SEM and PLS-SEM (Jöreskog andWold, 1982).Therefore, no SEM approach is superior to another, rather, researcher uses the SEM technique according to the need which best match with their research objectives, data specifications and model setup (Fornell and Bookstein, 1982).
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