SLP 2
	Measurement Model
	Test
	Purpose
	Acceptable Values
	Source

	Unidimensionality/ indicator reliability
	Factor loadings
	It is used to reduce larger number of variables by using smaller number of factors.
	0.5 or greater
	Hulland (1999)

	Internal consistency reliability
	Cronbach's alpha (CA) or Composite reliability (CR)
	It determines the reliability of a survey items consist of numerous questions
	0.7 or greater
	Lee Cronbach, (1951)

	Convergent reliability
	Average variance extracted (AVE)
	This test is performed to determine the degree of correlation between two constructs.
	0.5 or greater
	Hair et Al. (2014)

	Discriminant validity
	Cross-loadings
	Discriminant validity is how much two theoretically comparative ideas are. This is the correlation test among measures
	0.7
	Hair et Al. (2010)

	
	Fornell-Larker criterion
	
	Sq. root of every AVG value is higher than correlation  between any pair of construct
	Fornell-Larcker (1981)

	
	Hetertrait-mono ratio of correlations (HTMT)
	
	0.85

0.90
	Kline (2011), Gold et Al. (2001)

	Structural Model
	Test
	Purpose
	Acceptable Values
	Source
	

	Significance
	Probability (p value)
	P-value is used as rejection point by providing smallest level of significance on which null hypothesis is rejected. 
	Less than or equal to 0.05
	Ronald Fisher (1925)
	

	Significance
	t distribution (t value)
	The t-value estimates the magnitude of distinction comparative with the variation in the sample data. 
	1.96
	James et Al. (2013)
	

	Path coefficient
	Effect size (f2)
	Path coefficient is helpful in selecting best fit model through examining causal relationship among variables. 
	˃0.02
	Cohen (1988)
	

	Explained variance
	Squared coefficient of determination (R2)
	It determines amount of variability in dependent variables caused by independent variables.
	>0.5 weak
0.5 moderate
>0.5 strong
	Zikmund, William G (2000)
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