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In this course we have learn about the research design and techniques which is the basic of initiating any dissertation. Different modules have been designed to cover the specific topics corresponding to the research. In module 1, we have learnt about estimating sample size from entire population selected for underlying research. This part is quite difficult because selecting target population is very dedicated for the entire research, any lapses will lead wrong data collection which ultimately provide invalid results. Furthermore, multidimensional scaling is another addition in our knowledge regarding modern criteria to view respondents in a specific way.
In module 2, concepts regarding CFA and SEM were taught that is very useful when researcher is going to analyze the collected data. CFA enabled us to verify whether the structure of observed variables is similar to the underlying latent construct (Kline, 2010). However, SEM is a statistical technique that is used to measure casual relationship between observed variable and underlying latent constructs. This is an extension of regression analysis but is more powerful in explaining causality and measurement error simultaneously. Some basic steps of SEM are specify model, identification, estimate parameter, evaluate model and modify model (Byrne, 2013).
In Module 3, we have learnt how to run PLS algorithm and interpret the results. Algorithm is used  to rectify correlation of construct to validate consistency of the factor model (Dijkstra, 2014). Through this technique, we validate the measurement model through performing various test such as unidimensionality through factor loading, internal consistency through Cronbach alpha or composite reliability, convergent quality through average variance extract and discriminant validity through cross loading, Fornell-Larcker criterion and HTMT ratio.
Module 4 surrounds the structural model where we applied the technique of Bootstrap to test the hypothetical relationship among the constructs on the basis of path analysis (Hoyle, 2011). Following test are applicable in bootstrap technique like significance through p-value and t-value, path Coefficients through f-square and variance through R-square. All these tests together make up structural model to verify the hypothesis among existing theories. 
Module 5 made us sufficiently capable of developing our own dissertation methodology design. This module transformed from a mere instruction follower to be an independent researcher. The most difficult part in this course is to learn about designing research methodology by integrating all the concepts learnt earlier. We wrote methodology section of research after selecting a topic and apply all those concepts developed from this course. 
Finally in module 6, we combined all our learning together and wrote a reflection essay through integrating all the modules together. I enjoyed writing this essay as I was reminding all those moments spent in browsing, finding, and critically thinking to clarify my concepts while completing my assignments. Those little tasks helped me a lot enhance my knowledge. Now I am able to not only help myself but to guide others as well regarding any confronting problem about SEM and its techniques. The minor differences among SEM techniques are now clarified which together help to build methodology section of dissertation.
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