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Introduction 
Based on the business analysis, understanding the relationships between variables is crucial for informed decision-making and on the basis of that the regression analysis serves as a powerful statistical tool to quantify these relationships, offering businesses insights into how different factors affect key outcomes and this case study focuses on applying both simple and multiple regression analysis to explore the relationships between selected variables. One of the major aims of this case is to identify significant predictors and determine the strength and direction of their influence on a chosen response variable.
In accordance with the first part of the analysis involves conducting a simple linear regression, where one independent variable is used to predict the dependent variable such as this model helps in identifying direct correlations between the two variables and estimating the degree of variation explained by the predictor. Based on a multiple regression model is built, incorporating several independent variables to predict the response variable and this allows for a more comprehensive understanding of the factors that contribute to the observed outcome.
Despite the various factors, regression analysis not only helps in explaining the relationship between variables but also provides valuable information for management decisions such as by interpreting key metrics such as R-squared, adjusted R-squared, and the coefficients table, businesses can better understand the underlying patterns and leverage this knowledge to optimize their strategies and this paper will examine these results and their implications for business management, focusing on practical applications and recommendations.
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	Regression Statistics
	 
	 
	 
	 
	 
	 
	 
	 

	Multiple R
	0.432218057
	 
	 
	 
	 
	 
	 
	 

	R Square
	0.186812449
	 
	 
	 
	 
	 
	 
	 

	Adjusted R Square
	0.183732193
	 
	 
	 
	 
	 
	 
	 

	Standard Error
	0.825352816
	 
	 
	 
	 
	 
	 
	 

	Observations
	266
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	ANOVA
	 
	 
	 
	 
	 
	 
	 
	 

	 
	df
	SS
	MS
	F
	Significance F
	 
	 
	 

	Regression
	1
	41.31409987
	41.31409987
	60.64835417
	1.56084E-13
	 
	 
	 

	Residual
	264
	179.8387197
	0.681207272
	 
	 
	 
	 
	 

	Total
	265
	221.1528195
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	4.890590976
	0.166318138
	29.40503686
	2.89512E-85
	4.563112143
	5.218069809
	4.563112143
	5.218069809

	Intrinsic
	-0.279008076
	0.035826738
	-7.787705321
	1.56084E-13
	-0.349550582
	-0.20846557
	-0.349550582
	-0.20846557


Table 1: Simple regression analysis 
	According to the independent variable, "Intrinsic," has been selected as the predictor variable because it is hypothesized to influence the dependent variable. Based on the choice of "Intrinsic" reflects the intention to analyze how intrinsic factors affect the dependent outcome, which might be a performance or productivity measure in a business context. In accordance with the dependent variable is chosen because it is presumed to be responsive to variations in the intrinsic predictor. However, it tends to analyse that the R Square (0.168812449) indicates that approximately 16.88% of the variation in the dependent variable is explained by the independent variable (Intrinsic) and while this suggests a weak fit of the model, it is important to note that business models often show lower explanatory power when other unmeasured factors are influential. Based on the Adjusted R Square (0.163721913) accounts for the number of predictors in the model and provides a more conservative estimate of the model's explanatory power and since this value is close to R-squared, the model does not have many predictors, making it relatively simple and direct. In accordance with the Standard Error (0.825352816) represents the average distance that the observed values fall from the regression line and a lower standard error implies a better fit, but this value suggests a moderate degree of variability in the data. It tends to be analysed that the F statistic (60.64835417) is significant (with a p-value of 1.56084E-13), indicating that the regression model provides a good fit to the data and the model is statistically significant, suggesting that at least one of the predictors (in this case, "Intrinsic") is significantly related to the dependent variable. According to the Intercept (4.89509976) is the predicted value of the dependent variable when "Intrinsic" is zero. This value serves as the baseline level of the dependent variable and the Coefficient of Intrinsic (-0.279090076) indicates that for each unit increase in "Intrinsic," the dependent variable decreases by approximately 0.28 units, assuming other factors remain constant. However, on the basis of that this negative coefficient suggests an inverse relationship between intrinsic factors and the outcome.
It tends to be analysed that the results imply that the intrinsic variable has a statistically significant but moderate negative impact on the dependent variable. In accordance with the managers which can use this insight to make informed decisions about resource allocation, employee engagement strategies, or other operational factors and if "Intrinsic" represents internal motivation or rewards, this finding could suggest that increasing these factors might not lead to the expected improvements in the business outcome. Based on such cases, management could explore other factors that influence performance or consider enhancing intrinsic motivation in different ways, perhaps by addressing other underlying business drivers.
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	Regression Statistics
	 
	 
	 
	 
	 
	 
	 
	 

	Multiple R
	0.449476045
	 
	 
	 
	 
	 
	 
	 

	R Square
	0.202028715
	 
	 
	 
	 
	 
	 
	 

	Adjusted R Square
	0.192891639
	 
	 
	 
	 
	 
	 
	 

	Standard Error
	0.820709057
	 
	 
	 
	 
	 
	 
	 

	Observations
	266
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	ANOVA
	 
	 
	 
	 
	 
	 
	 
	 

	 
	df
	SS
	MS
	F
	Significance F
	 
	 
	 

	Regression
	3
	44.67922
	14.89307333
	22.11087224
	8.5453E-13
	 
	 
	 

	Residual
	262
	176.4735995
	0.673563357
	 
	 
	 
	 
	 

	Total
	265
	221.1528195
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	4.804857
	0.518864688
	9.260327609
	7.62727E-18
	3.783181444
	5.826532555
	3.783181444
	5.826532555

	Intrinsic
	-0.281084501
	0.037883147
	-7.41977693
	1.63765E-12
	-0.35567868
	-0.206490322
	-0.35567868
	-0.206490322

	Extrinsic
	-0.073151405
	0.066492185
	-1.100150414
	0.27227638
	-0.204078488
	0.057775678
	-0.204078488
	0.057775678

	Commitment
	0.082321511
	0.055132638
	1.493153864
	0.136600153
	-0.026237945
	0.190880967
	-0.026237945
	0.190880967


Table 2: Multiple Regression
From the above table, dependent variable is the outcome variable is the one we aim to predict or explain, and the choice of dependent variable is essential for understanding how changes in the independent variables impact it. However, according to the independent variable, intrinsic often represents internal motivations or personal satisfaction, this variable may influence how employees or individuals engage with their work, and it is selected as an independent variable to assess how intrinsic factors impact performance. Based on the extrinsic, this variable could represent external rewards such as salary, bonuses, or other external motivators, making it relevant in understanding how external factors contribute to the dependent variable. According to the commitment in which employee or individual commitment may play a crucial role in performance or outcomes. It is chosen to explore its potential effect in conjunction with intrinsic and extrinsic factors. In accordance with the results which indicates that the R Square (0.20208715) value indicates that approximately 20.2% of the variability in the dependent variable is explained by the three independent variables (Intrinsic, Extrinsic, and Commitment) and this also suggests a relatively weak model, with other factors likely influencing the outcome that are not included in the model. Based on the adjusted R Square (0.192891639) value adjusts R Square to account for the number of predictors in the model, providing a more conservative estimate. It also tends to analysed that the adjusted R square value is slightly lower than R square, which is expected when multiple predictors are included, suggesting that the additional variables do not add a lot of explanatory power beyond the first variable. According to the Standard Error (0.820790567) which measures the average distance between the observed values and the regression line and a smaller standard error would indicate that the predictions are closer to the actual values, but in this case, the standard error suggests moderate variability around the predicted values. Based on the F-statistic (22.11087224) value is a measure of how well the regression model fits the data and the associated p-value is extremely small (8.5453E-13), indicating that the regression model as a whole is statistically significant, and at least one of the independent variables significantly affects the dependent variable. According to the Intercept (4.804857) which is the predicted value of the dependent variable when all independent variables are zero. It provides the baseline level for the dependent variable. However, regarding the intrinsic (-0.281084501) which tends to shows the negative coefficient suggests that as intrinsic factors increase, the dependent variable is predicted to decrease, assuming other factors remain constant and this could imply that intrinsic motivations might not positively correlate with the outcome. However, on the basis of Extrinsic (-0.073514503) indicates negative coefficient for extrinsic factors suggests a slight inverse relationship with the dependent variable and this may indicate that, in this case, increasing extrinsic rewards may not significantly enhance the outcome. According to the Commitment (0.0823121511) which is positive coefficient indicates that as commitment increases, the dependent variable is expected to increase and this suggests a direct relationship between commitment and the outcome, highlighting the importance of employee or individual engagement.
According to the findings which tend to suggest that intrinsic and extrinsic factors have a negative impact on the dependent variable, while commitment has a positive effect and these results could prompt managers to reconsider the emphasis placed on extrinsic rewards and intrinsic motivations in their organizational strategies and if increasing intrinsic or extrinsic incentives does not lead to the desired improvements, management might focus more on fostering commitment and engagement within the workforce.


Conclusion
According to the above analysis which tends to conclude that the regression analysis highlights the complex relationships between intrinsic, extrinsic, and commitment factors and their impact on the dependent variable and while commitment shows a positive influence, both intrinsic and extrinsic factors appear to have a negative relationship with the outcome such as these findings suggest that businesses should prioritize fostering employee commitment over reliance on traditional reward systems, which may not be as effective in driving desired outcomes.
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